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1. Exercise 10 Page 110

We perform a breadth-first search from vertex v to get the distance of each node to . If the path has layer numbers that increase by one for each node along the path, then is the shortest (aka most direct) path from to .

Now we apply induction to compute the number of shortest paths. For nodes in the first layer, there exists only one path, so if n is part of L1. Consider a node w in layer . The shortest path from is composed of a path from to a node in and a path from . Therefore, is the sum of all nodes in layer with an edge to .

[prove correctness]

The BFS from vertex v takes time . Then we compute count for each of the nodes, which will take at most the degree of the node steps. Using a degree-centric approach, the total sum of degrees in the graph is , so the runtime of the algorithm is .

2. Exercise 6 on page 108

We will prove that must be a tree by contradiction. Assume G is not a tree, meaning there is an arbitrary edge e, from to for , that is not contained in the BFS/DFS tree . Assume that is ’s parent in the tree .

In the BFS tree, since and ’s distance from the root u can differ by at most one. However, in the DFS tree, if is ’s parent, then the distance must be one more than . Therefore, the all edges in will exist in both the BFS and DFS tree, so by contradiction, must be a tree.

3. Exercise 7 on page 108

Let G be a graph on n nodes, where n is an even number. If every node of G has degree at least n/2, then G is connected.

We will prove this is true by indirect proof. Assume there exists arbitrary node and in for which there exists no path, meaning is not connected.

As required, the degree of and is at least . Since we assume that and are not connected, then all the nodes connected to a cannot also be connected to b (if there was a node x that was connected

to and , then there would be a path and the graph would be connected). Therefore

we have nodes in the component containing node and nodes in the component containing node , since and have degree of at least . The comes from the fact that we must also add node or into the count. This would mean we have at least nodes in the graph, but since there are only n nodes in the graph, this is a contradiction.

For this reason, must be connected if each vertex has degree of at least .

4. Exercise 3 on page 189

The goal is to minimize the number of trucks, . A valid solution assigns boxes to trucks such that no truck is carrying more that weight and the order of the boxes is preserved.

The greedy algorithm is as follows:

Assume we have a queue of packages

While truck t's available capacity is less than W

If possible

Add the next wi package from queue

Else

Send truck t off

Increment n

We now show by induction that the greedy algorithm will always be ahead of any other algorithm, defined as having boxes in trucks while another algorithm may have in the same trucks for . For the base case, , both greedy and non-greedy algorithms will fit as many boxes as possible into one truck. Now we assume greedy is ahead for , meaning greedy has fit boxes, and prove that greedy is still ahead for . In truck , the greedy algorithm will pack and the non-greedy algorithm will pack . Since , the greedy solution may still have space for more, making it the optimal solution.

5. Exercise 6 on page 191

6. (a) Can you design an algorithm that finds the longest path in a directed graph (DG)? (you can use an edge at most once)? If yes, describe the algorithm and analyze its time complexity.

No, this problem is NP-hard.

(b) Can you design an algorithm that finds the longest path in a directed acyclic graph (DAG)? (you can use an edge at most once)? If yes, describe the algorithm and analyze its time complexity.

1) Initialize dist[] = {NINF, NINF, ….} and dist[s] = 0 where s is the source vertex. Here NINF means negative infinite.

2) Create a toplogical order of all vertices.

3) Do following for every vertex u in topological order.

………..Do following for every adjacent vertex v of u

………………if (dist[v] < dist[u] + weight(u, v))

………………………dist[v] = dist[u] + weight(u, v)

Time complexity of topological sorting is O(V+E). After finding topological order, the algorithm process all vertices and for every vertex, it runs a loop for all adjacent vertices. Total adjacent vertices in a graph is O(E). So the inner loop runs O(V+E) times. Therefore, overall time complexity of this algorithm is O(V+E).